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Abstract 
Consider sequential data 

11:11:11:1 : ,21 ),,(),...,(: yy..,,tyyyyy tttt ==== −  
from an unknown  system with changing parameter(s). A plausible likelihood function can be 
of the form )|( H,,yP ttt βθ defined through “basis” functions parameterized byθt, with βt being a 
possible hyperparameter, and H represents the underlying model structure. We will consider 
the stochastic online learning dynamics for parameters and hyperparameters: 

),|(),|(),,|(),,,|,,( HHHH 1tt1tt1tt1tt1t1t1t1tttt PPy,Py,P −−−−−−−− = ββγγγθθβγθβγθ  
where γt is another hyperparameter that controls the θt -dynamics. 

This study attempts to perform online change detection by examining the time 
dependency of the sequential marginal likelihood:  
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with H fixed, where αs:=(βs, γs) and utilizing Sequential Monte Carlo for evaluation. 

 

Example: Only available observation in this example is a one dimensional time series data 
(left) from a higher order nonlinear dynamical system (the Rossler system) where an internal 
change occurs at t = 500 indicated by the arrow. Observe that the change in the observed data 
is rather subtle. The figure on the right is which appears to indicate possibility 
of online change detection of unknown system via (1).  
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